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21st Century Skills:  
Artificial Intelligence and Education 
How should AI influence learning? What kind of human-AI 
collaborations would be positive? And what should assessment 
look like as AI assistants and creators become ubiquitous? 

This seminar with the Goodison Group in Scotland explored the 
disruptive effect of artificial intelligence and potential scenarios of 
the future. 
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Introduction 
As a starting point in considering how education and learning throughout life can be 
radically reformed for the 21st century, this seminar looked at artificial intelligence 
and education. Should we see AI as an opportunity or a threat? How should artificial 
intelligence influence learning and education? 
The seminar featured a presentation by Dr Jen Ross, co-director of the Centre for 
Research in Digital Education at the University of Edinburgh, an open Q&A session, 
and workshop groups to explore a scenario of the future.  
This report, produced by Scotland’s Futures Forum and the Goodison Group in 
Scotland, summarises the presentation and key messages to come out from the 
Q&A and workshop groups. It also includes details of the scenario of the future and 
workshop group exercise. It may not represent the views of everyone present at the 
event. 

Key messages 
Artificial Intelligence [AI] has the potential to assist learners and teachers by 
responding effectively to individual needs. It could help make content accessible and 
relevant to learners, especially those with complex needs, and enable learners to 
explore subjects more deeply. 
While AI offers personalized learning, there is a risk of creating a narrow 
bubble around learners, limiting exposure to diverse perspectives and hindering 
personal growth.  
AI in education raises ethical and moral concerns, such as the impact on human 
interaction, the automation of previously human systems, and determining the 
boundaries of legitimate learning support and cheating. 
The expansion of AI technology might challenge the purpose of schools, 
shifting the focus from instruction to building capacities and shared values among a 
diverse community of learners.  
AI could exacerbate inequality if access to learning resources and technology 
is limited, but it could also provide equal opportunities by simulating diverse school 
environments and enabling remote access to quality education. 
The impact of AI extends beyond education, requiring consideration of its 
implications on society, power structures, sustainability, and the overall purpose of 
education. 
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Useful links 

International resources 
• Organisation for Economic Co-operation and Development principles on artificial 

intelligence 
• Chat GPT and Artificial Intelligence in higher education: quick start guide by 

UNESCO 

Scottish resources 
• Exploring Children’s Rights & AI - Children's Parliament, the Alan Turing Institute 

and Scottish AI Alliance project 
• Scrutinising the Use of Artificial Intelligence: A Toolkit | Scotland's Futures Forum 
• Scottish AI Alliance – Delivering Scotland’s AI Strategy 

Reflections on AI and education 
• Artificial Intelligence and Education | Scotland's Futures Forum blog 
• Artificial Intelligence and Skills | Scotland's Futures Forum blog 
• Student blogs produced for the Goodison Group in Scotland 

Speaker 
Dr Jen Ross is a senior lecturer in digital education at 
the University of Edinburgh and co-director of the 
Centre for Research in Digital Education. She leads the 
new MSc in Education Futures in the Edinburgh 
Futures Institute. 
Jen’s research interests include higher education and 
cultural heritage futures, online distance education, 
digital cultural heritage learning, Massive Open Online 
Courses (MOOCs), digital cultures, and online reflective 
practices. 

In 2013-14, Jen was a Beltane Scottish Parliament Engagement Fellow at Scotland’s 
Futures Forum, looking at the future of MOOCs and online distance education in 
Scotland. Her recent book “Digital Futures for Learning (2023)” explores speculative 
approaches to researching and teaching about the future of education. 

Partners 
The event was a partnership between the Goodison 
Group in Scotland, a charity dedicated to learning 
throughout life, and Scotland’s Futures Forum.  
It was chaired by Tina Livingston, a GGiS director.   

https://oecd.ai/en/ai-principles
https://oecd.ai/en/ai-principles
https://unesdoc.unesco.org/ark:/48223/pf0000385146.locale=en
https://unesdoc.unesco.org/ark:/48223/pf0000385146.locale=en
https://www.childrensparliament.org.uk/exploring-childrens-rights-and-ai/
https://www.childrensparliament.org.uk/exploring-childrens-rights-and-ai/
https://www.scotlandfutureforum.org/scrutinising-the-use-of-artificial-intelligence-a-toolkit/
https://www.scottishai.com/
https://www.scotlandfutureforum.org/artificial-intelligence-and-education/
https://www.scotlandfutureforum.org/artificial-intelligence-and-skills/
https://www.scotlandfutureforum.org/ai-and-education-student-reflections/
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Presentation 

Exploring Futures for Artificial Intelligence in Education 

DR JEN ROSS, CO-DIRECTOR OF THE CENTRE FOR RESEARCH IN DIGITAL EDUCATION AT 
THE UNIVERSITY OF EDINBURGH 
 
Jen started by framing the challenge: How can we use the current uncertainty 
around AI and education in a creative way to articulate our values and help us chart 
a path for where we might want to go?  
 

 
 
 
View a pdf of Jen’s slides 
 
 
 

 
Jen indicated that it is important to define what we mean by artificial intelligence, and 
she started by highlighting a couple of useful definitions: 

• “Technologies used to allow computers to perform tasks that would otherwise 
require human intelligence, such as visual perception, speech recognition, and 
language translation.” (“Scotland’s Artificial Intelligence Strategy”, 2021). 

• “Machines that can learn from their own experience, adapt to their contexts and 
uses, improve their own functioning, craft their own rules, construct new 
algorithms, make predictions, and carry out automated tasks without requiring 
control or oversight by human operatives.” (Williamson and Eynon, 2020) 

In addition, Jen noted that AI can also be defined as “whatever hasn’t been done yet” 
(Woolf, 2015). As she described, AI developments in education have not emerged 
fully formed from nowhere; work has been going on since the 1950s, but as soon as 
something becomes useful and integrated into existing software or practices, we 
stop thinking about it as artificial intelligence.  
Jen argued that keeping in mind this historical context is important, as it allows us 
not to be intimidated by what we see coming down the pipeline.  

AI IN EDUCATION 
On the use of AI in education, Jen said that it consists of not just the “flashy stuff” 
such as automated tutors, but the mundane changes that are happening at the back 
end of educational systems. She emphasised that it was useful to understand the 
bigger picture, highlighting a key question: how do different AI applications define 
and understand learning?  

https://www.scotlandfutureforum.org/wp-content/uploads/2023/06/20230606-AI-and-Education-Jen-Ross-presentation.pdf
https://www.scotlandaistrategy.com/the-strategy
https://www.scotlandfutureforum.org/wp-content/uploads/2023/06/20230606-AI-and-Education-Jen-Ross-presentation.pdf
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There is AI work going on that maps to various understandings of learning, for 
example as progress, mastery, creativity or connection, where learning is: 

• made visible and predictable through big data, tracking and monitoring. 
• improved with intelligent, personalised, just-in-time input. 
• supported with tools and services that the learner calls on. 
• collaboratively enacted through a combination of humans and technologies. 

AI AND THE ‘TEACHER FUNCTION’ 
Jen stated, in discussing how AI can help teachers or improve education, we are 
often talking about changing the nature of the relationship between teachers and 
students or what the teacher role involves. It is therefore useful to talk about the 
“teacher function”.  
Jen set out some different models and approaches for thinking about how AI and 
automation might interact and intersect with teachers and with schools and 
educational institutions: 

• human teachers focus on personal, expert, complex tasks and interactions with 
students, while more routine, administrative and other tasks are automated. 

• human teachers focus on delivering content, while automated, intelligent systems 
ensure students receive this content in suitable ways and test their attainment. 

• intelligent tutoring systems, automated essay grading, automated creation of 
personalised pathways are combined as the teacher function with little human 
input. 

• human and non-human nodes in a network generate knowledge across time, 
space and between contexts. 

HOW AI CAN WORK 
As Jen outlined, when we are confronted with a new service or a new product, it may 
not be immediately clear what vision of learning it seeks to promote, or what kind of 
impact it is predicted to have on teachers.  
She highlighted an influential report from 2016 by Rose Luckin and colleagues at 
UCLA, which attempted to map out what an artificial intelligence education system 
could look like.  
This map positions pedagogy – the way we teach – along with subject expertise and 
knowledge of individual learners as inputs into an AI tutoring system. The system 
then presents content that is tailored for individual learners, who interact with and 
respond to it. The system captures data from these interactions, which it then uses to 
improve how it works for the learner.  

BIG BUSINESS 
Jen stressed that artificial intelligence in education is big business right now, and that 
the 2021 estimate that the global market for AI products for education would expand 
from $1.1 billion in 2019 to $25.7 billion by 2030 might now be an underestimate. 
She highlighted the need, however, to be careful and sceptical about the claims that 
are being made for these technologies. 
A report from 2021 by Keri Facer and Neil Selwyn gave two examples. When the 
Century AI platform was adopted in 700 Belgian schools in 2019, there were claims 
that it could boost learning levels by 30% and reduce weekly teacher work by 6 

https://www.pearson.com/content/dam/corporate/global/pearson-dot-com/files/innovation/Intelligence-Unleashed-Publication.pdf
https://unesdoc.unesco.org/ark:/48223/pf0000377071


21ST CENTURY SKILLS: ARTIFICIAL INTELLIGENCE AND EDUCATION 

6 

hours. In China in 2021, Squirrel AI claimed that its intelligent adaptive learning 
system could boost student learning levels in poor rural communities beyond the 
average performance of more advantaged groups. 
Jen pointed to Robbie Scarff’s blog for the Futures Forum in which he notes that, 
although proponents argue that AI can accurately determine people’s emotional 
states, “an academic review in the journal Psychological Science in the Public 
Interest has argued strongly that it simply cannot do this”. Equally, while there is a lot 
of publicity when these programmes are launched, Jen pointed out that it is harder to 
get information about how effective they have been.  

AI AROUND EDUCATION 
As Jen identified, the wider context of AI outside formal education involves the 
development of generative AI tools such as ChatGPT. These tools, services and 
processes were not created with education in mind, but are being adopted by 
teachers, students and school systems.  
While some tools might be influenced by educational principles, others are not. Jen 
emphasised that development of these types of AI is happening independent of what 
we may or may not want to do with it in classrooms and other educational settings. 
Jen raised another key question: are we currently on the cusp of some big shifts 
more broadly in how people write, create and consolidate knowledge? If so, what 
does that mean for education? Again pointing to the blog by Robbie Scarff for the 
Futures Forum, Jen noted that services like Cram 101 might be able to synthesize 
textbooks into study guides, but being able to discern what is important from what is 
not important is a really important skill that could be lost.  
Jen stressed that, while we need to be realistic about the fact that technology might 
move beyond our control, it is vital to consider the potential unexpected effects of 
these technologies.  

AI IN SOCIETY 
Jen linked this to the topic of broader controversies around artificial intelligence and 
its role in society. Examples include the question of whether the automation of 
workplaces is putting people out of jobs; algorithmic forms of bias; and the power 
that technology corporations may have to shape our social and educational worlds 
as these technologies gain ground. 
Nevertheless, Jen argued that the prospects with AI are “not all doom and gloom”. 
She asserted that the education community, and humans more broadly, are doing 
great work to try to articulate our values as they could or should apply to AI. She 
described that as a key response to inform our work with artificial intelligence in 
education and more widely.  
As Jen noted, Scotland’s AI strategy builds on Scotland's national performance 
framework, which states that our society treats people with kindness, dignity and 
compassion, respects the rule of law in an open and transparent way.  
Jen flagged up another important question regarding values: how do we advance our 
educational values and facilitate better educational experiences without adding to 
teachers’ workloads or undermining their work (Gallagher and Brienes 2021)? She 
said that striking a balance in that respect is “tricky but important”. 

https://www.scotlandfutureforum.org/artificial-intelligence-and-education/
https://www.scotlandfutureforum.org/artificial-intelligence-and-education/
https://www.scotlandfutureforum.org/artificial-intelligence-and-education/
https://contenttechnologiesinc.com/#:%7E:text=We%20believe%20time%20is%20your%20most%20valuable%20asset.%20At%20Cram101%20we%20are%20passionate%20about%20using%20AI%20technology%20to%20help%20you%20achieve%20better%20results%20in%20less%20time.
https://www.scottishai.com/
https://nationalperformance.gov.scot/
https://nationalperformance.gov.scot/
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PRAGMATIC AND HOPEFUL 
On the subject of values, Jen highlighted the importance of the five Organisation for 
Economic Co-operation and Development principles on artificial intelligence: 

• Inclusive growth, sustainable development and wellbeing to benefit people and 
the planet 

• Respect the rule of law, human rights, democratic values and diversity 
• Transparency and responsible disclosure 
• Systems need to function in a robust, secure and safe way 
• Organisations and individuals who develop and deploy AI systems need to be 

able to be held accountable for their proper functioning. 
She argued that if these principles were enacted, they would help to address some 
of the controversies and issues and could be applied to the sphere of education 
specifically. 
Jen also referred to the UNESCO “Chat GPT and Artificial Intelligence in higher 
education: quick start guide” on how generative AI can be incorporated in, and used 
to augment, teaching and learning in higher education. She noted that the report 
balances a pragmatic and somewhat hopeful approach with a clear vision of the 
policy implications. 

ALTERNATIVES TO PREDICTION 
Turning towards the workshop activity, Jen emphasised the importance of 
speculation, stressing that it is not about trying to predict or model the future, but 
about trying to work with uncertainty in a way that is creative and generative. 
As she stated, we need to think differently about the ways that these technologies 
may come into our educational settings and how we manage, respond to or work 
with them. She quoted a New Yorker article by Ted Chiang, which highlighted that: 
“The tendency to think of A.I. as a magical problem solver is indicative of a desire to 
avoid the hard work that building a better world requires.” 
She noted that predictions can shape education policy, practice and theory because 
they make certain futures come to seem inevitable and thereby produce realities. 
She highlighted the view that, while anticipatory regimes try to predict the future in 
order to close down and eliminate risks, this can prevent us from taking a more 
expansive approach to “collective action and forward dreaming” (Amsler and Facer, 
2017). 
As a more useful approach, she suggested that we need alternatives to prediction to 
try to keep things more open, using the future as a space of uncertainty and 
creativity. In this way, she argued, we can engage with complexity in educational 
futures, highlighting the view that speculative approaches “can loosen, even just a 
bit, reality’s grip on our imagination” (Dunne and Raby, 2013). 
Rather than seeking to create one overarching idea of the future, Jen asserted that 
we need to put many different ideas into play in order to be able to discuss them, 
and that we have to make space for conversations about the future. 
As an example of speculation, Jen referred to the the Higher Education Futures 
project at the Centre for Research in Digital Education, University of Edinburgh. Of 
the eight possible scenarios for the future of higher education that were produced in 
the project, three referred directly to artificial intelligence: 

https://oecd.ai/en/ai-principles
https://oecd.ai/en/ai-principles
https://unesdoc.unesco.org/ark:/48223/pf0000385146.locale=en
https://unesdoc.unesco.org/ark:/48223/pf0000385146.locale=en
https://www.newyorker.com/science/annals-of-artificial-intelligence/will-ai-become-the-new-mckinsey
https://www.de.ed.ac.uk/project/higher-education-futures
https://www.de.ed.ac.uk/project/higher-education-futures
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• The “AI academy”, where machine learning and AI become the infrastructure, 
surveillance is everywhere and everything is delivered to you, raises the question 
of what we are going to do in these universities. 
 

• The “Return to the ivory tower” is a dystopian scenario in which widening 
participation policies have failed because automation and AI have decimated 
semi-skilled work. Academic study is now only for a small number who are likely 
to move into elite roles, and the gated physical campus is once again the locus of 
university life. 

 
• In “The university of ennui”, automation has taken all the jobs, and paid work is 

no longer the defining activity of adult humans so everyone has time for lifelong 
higher education; however, humans are struggling to understand what they are 
for. 

 
 

 

 

  

https://www.de.ed.ac.uk/university-ennui
https://www.de.ed.ac.uk/return-ivory-tower
https://www.de.ed.ac.uk/ai-academy
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Forum reflections: key messages 
Following Jen’s presentation, participants considered the issues in both an open 
Q&A and small group workshops. Full information on the workshops is provided at 
the end of this report. 
The following key messages and questions emerged from the discussions under 
three main headings:  

• Using AI in education 
• The effect of AI on education 
• The role of AI in society 

Using AI in education  

AI HAS THE POTENTIAL TO HELP LEARNERS AND TEACHERS. 
AI technology could be used to augment teaching ability, enabling teachers to 
respond more effectively to a learner’s needs.  
AI might be particularly useful in translating content into age and stage appropriate 
language and making things culturally relevant to a learner. Learners with complex 
needs may have systems to support their engagement in learning that adjust more 
quickly than humans can.   
The technology might also help learners to embrace a particular subject or challenge 
in more depth and breadth, changing the way in which expert knowledge is 
structured in education. This could also lead to a more interdisciplinary approach.  
The notion of “flipped learning” could be developed further using AI, as the education 
system reconciles the instructional role of the teacher with the availability of 
instructional learning through AI and the need to reimagine the school as a 
community of learners. 

BUT AI WILL NOT AUTOMATICALLY BE EDUCATIONAL 
The idea of education as a public good is true only if it is equally accessible to 
everyone. A lot of current AI developments in education are happening in the for-
profit sphere, and there is a risk that big tech companies and commercial interests 
will be more interested in making money than the promotion of democratic 
education. 
When applying AI in an educational setting, we have to be clear about how it works – 
who controls it and what information have they used to develop it? For example, is a 
learner’s personalised AI based on what they have read, listened to or searched for? 
Those questions will become ever more important given the increasing prevalence of 
AI assistants. 
A transparent system will help education leaders decide what any AI system is 
qualified to do. This takes us back to the OECD principles of AI ethics and the 
questions that follow, including in the Futures Forum’s AI toolkit: How was the 
system designed? Who do we talk to if there is a problem? 

PERSONALISED LEARNING CAN BE GOOD, INDIVIDUALISED LEARNING IS MORE DANGEROUS 
AI offers the opportunity to tailor learning material and experiences to individual 
learners. While there are undoubted benefits in this, there is a risk that a 

https://www.advance-he.ac.uk/knowledge-hub/flipped-learning-0
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dependence on AI systems might create a very small bubble around a learner so 
that, rather than opening up their horizons, it inadvertently makes their world 
contract.  
This is not an easy balance to strike. We value the fact that people are different and 
need different things from their learning, but where does that slip into an education 
system that fails to expose people to difference or broaden horizons. 
This could be described as the difference between personalisation—where 
something becomes more tailored to the individual—and individualisation, where 
education becomes an atomised relationship between a single student and a 
technology. It is vital that learners understand the role of AI, its capabilities and its 
limitations. 

AI IS PART OF THE SOLUTION, BUT IT IS NOT THE WHOLE SOLUTION. 
It is clear that there are opportunities with AI. Chatbots can be used to provide 
information and even pastoral support to learners, but AI systems can never replace 
human interaction completely. As experienced during the Covid-19 pandemic, 
remote learning through technology can be positive, but young people still miss the 
school community. As was noted, “kids need to be in school, for so many reasons 
beyond just learning.” 
In judging what part of the solution AI will form, one key question identified was: 
What are the education policy levers that matter in the future of AI in learning? 

The effect of AI on education 

AI WILL ENABLE US - AND PERHAPS FORCE US – TO CONSIDER WHAT SCHOOLS ARE FOR 
As AI technology expands, schools can be bypassed as the instructional side of 
learning can take place anywhere. This presents a radical change to instruction as 
the defining mission of the school, with schools focused more on building capacities 
and values.  
Many educators already see themselves more as facilitators rather than instructors, 
so this may continue a trend already developing. However, schools remain a crucial 
focus of community life and an important factor in making people want to learn, and 
learn together. Young people get huge opportunities for social engagement and 
enrichment from school, which will continue to be a part of the purpose of schools.  
There have also been many calls for more flexibility within the education system, in 
particular for those with additional support needs. Many autistic learners thrived 
during lockdown without the pressures of school, while AI might enable young carers 
to learn at a time and place that suits their caring needs. The development and 
adoption of this technology will help us explore these issues more openly.  

AI WILL BRING UP ETHICAL AND MORAL ISSUES 
As well as the practical questions of how effective AI systems are, there will be 
questions about how much we should replace human interaction between a learner 
and other learners or the teacher.  
Given concerns about behaviour in schools, it remains important to ensure learners 
feel connected with their fellow learners and broader community. As with the 
direction question of personalised learning, those deploying AI will have to decide 
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how far they go in automating systems that were previously human – not just in the 
classroom but in dinner halls, school offices and elsewhere on a school’s campus. 
There are also wider questions, particularly important for education, about what is 
legitimate learning support from generative AI systems and where do we draw the 
line on original work. In effect, what is cheating?  

AI in society 

AI COULD INCREASE INEQUALITY IN SOCIETY 
Equity should be a central consideration. If schools become unnecessary because 
young people can access learning elsewhere, there is a risk that not all young 
people will benefit if neither they nor their parents have the knowledge or the ability 
to do so.  
This was seen during the pandemic when some pupils lacked access to resources or 
connectivity and suffered as a result. Some young people already experience 
difficulties in finding good spaces in which to learn or access technology. Could 
schools become broader learning spaces that are used in different ways, as libraries 
were historically? We need to start thinking creatively in order to avoid a “digital 
divide”.  

OR, MORE POSITIVELY, AI COULD HELP PREVENT INEQUALITY  
The ability of AI to simulate a diverse school environment means that everyone could 
have the opportunity to access a good ‘school’ remotely. This could mean that 
choice of school would not depend on geographical location, but enable a real 
diversity of offerings in education.  
Likewise, AI could free up schools and society more generally to devote more time to 
community building, hands-on skills and spending time outside. That depends on the 
incentives and restrictions around the use of AI generally, plus wider social and 
political questions. Many of these decisions will be made separately from technical 
decisions on AI, but it is not clear where they can or will be made: locally, nationally 
or globally?  

THIS ISN’T JUST A QUESTION FOR THE EDUCATION SYSTEM 
We need to understand the impact that AI can have across the whole field, and 
across disciplines and practices. In a competitive world, will the speed and efficiency 
of AI provide an advantage? How do power structures affect what is possible?  
In the context of a climate and biodiversity emergency, will AI machines be 
sustainable? What energy and resource demands will they make?  
The society around us, and not just education, will change, and AI is likely to 
be a large part of that. It is important to embrace it carefully.  
This requires clarity over the purpose of education, which will help us decide 
how AI could be best incorporated alongside other educational resources to 
provide a good education for all learners. 
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Creative Workshop: A learning and assessment future  
In the workshop session, small groups considered a potential future scenario 
described by Jen and imagined possible consequences for the education system in 
Scotland from one of seven perspectives.  
The scenario was written to focus on a key idea: what assessing and measuring 
learning might look like if AI assistants and creators become ubiquitous.  
It is intended not to be a prediction, but instead to open up possible lines of thought 
that challenge some standard reactions we are seeing in 2023, where many 
institutions, educators and edtech companies are looking for ways to identify and 
prevent student use of generative content.  
This imagined future is instead one in which generative content is everywhere, and 
fully integrated into daily life for most people in Scotland (though perhaps not 
completely equally). Workshop participants were asked to consider what this world 
might feel like, and be like, for people experiencing it. 

A scenario of the future by Dr Jen Ross 
Generative AI technologies have become increasingly powerful. They can access 
real-time information via the web and filter content in sophisticated ways. They are 
also able to learn the style, interests and perspectives of individuals.  
The launch of personalised AI assistants emerged in a number of settings: 
- Workplaces, in the form of email-focused AIs that would read, digest, summarise, 

and even respond to the deluge of communications that office workers were 
receiving, all tailored to the company, the role and the person they were trained 
to assist.  

- Personal AI assistants designed by start-ups in response to widespread 
corporate use of advanced chatbots for customer service.  

- Automated writing support and translation systems, which ushered in a new age 
of flawless communications.  

Before long, these separate systems began to converge. The hottest tech 
companies were holding out the promise of the perfect personal assistant: it was 
always on, it knew everything, and it could manage your digital world in almost 
limitless ways.  
From responding to friends’ posts on social media, to booking travel and making 
appointments, to producing a perfectly tailored presentation for a new client, to 
advising on an ongoing conflict in the neighbourhood, these AIs have become more 
and more integrated into daily life.  
For those who can afford the high-end, verified versions, they can also help 
seamlessly navigate an increasingly complex landscape of financial and civic 
interactions.  
In Scotland, as in other countries that enshrined the OECD principles for AI into law, 
things have moved a little more slowly. Many innovative and ethical companies, think 
tanks and social enterprises are drawn to working in these countries, but ensuring 
responsible and trustworthy applications of these technologies takes time.  
However, the benefits of this slower pace meant that some of the more significant 
failures, data breaches and social impacts seen elsewhere affected citizens less, 
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and there is therefore now more willingness to trust and experiment at personal, 
community and civic levels. 
Now, because of the data these systems gather, the digital version of each individual 
has become more and more rich, detailed and convincing. Their activities are 
transparent, if you have time to monitor their outputs.  
Sometimes people forget to listen to their daily briefings or unexpectedly run into 
someone, and this leads to awkward real-life conversations amongst family, friends, 
and co-workers who realise, too late, that the AI has been communicating on their 
behalf. Filters and apps to manage human-AI relationships are regularly launched 
and updated. Frequent decisions are required about what to do yourself and what to 
delegate.   
One of the most controversial developments in this technology has been in the 
recent introduction of powerful AI assistants for very young children. Children’s lives 
have long been tracked and quantified, and educational toys and technologies were 
already sophisticated enough to be considered intelligent in the way they could 
interact with children in personalised ways.  
But, with the launch of the biggest AI company’s “Little Life” service, questions that 
were already being asked have become more urgent. Do these technologies smooth 
over the textures of life in damaging ways? What is the future for a generation of 
children who have such assistance at their side every moment of the day?   
And this doesn’t even begin to describe what has been going on in formal 
education… 

Individual perspectives: 
1. A P5 teacher in a large, popular primary school. The school prides itself on its data arts 

curriculum. 
2. A 14-year-old who hates school and prefers to focus on their hobby of making and 

selling custom-made skateboards. 
3. A parent of two children, aged two and five. The older child had significant health issues 

in the first few years of their life and didn’t get their “Little Life” account until this year, 
while the younger child already has one. 

4. A headteacher in an independent secondary school where most students board at least 
part of the school year. The school is a popular choice for parents from around the world 
who want their children to receive intensive, personal tutoring. 

5. A university lecturer in biology, teaching large undergraduate classes as well as 
supervising PhD students and running a research lab. 

6. A 45-year-old university student with severe dyslexia. They are studying part time for a 
psychology degree because they want to change careers to become an educational 
psychologist. 

7. A 9-year-old who enjoys writing stories and poems. Their family immigrated to Scotland 
two years ago and their English is still developing. 

Questions to consider: 
1. What AI technologies and practices do you think are significant for this person and their 

relationship to education? 
2. What are the exciting and positive aspects of this educational future from this 

perspective? 
3. What are the concerns and risks? 
4. What questions does your group have?  
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Attendees 
First name Surname Organisation Attended 
Kane Abry Scottish Parliamentary Official Online 
Isabelle  Boyd - Online 
Michael Cockburn Cockburn Business Consultancy In person 
Graham Donaldson Independent Consultant In person 
Michelle Dornan West Calder High School  Online 
Pam Duncan Glancy MSP In person 
Robert Faltermeier Glenalmond College Online 
Jim Fanning Education Scotland Online 
Stuart Farmer Institute of Physics Education Online 
Christine Fitton Independent Consultant In person 
Catharine Fleming Glenalmond College Online 
Helena Good Daydream Believers In person 
Pam Gosal MSP In person 
Michael Heffernan  - In person 
Jillian Hendry SQA Online 
Gillian Hunt Children's Parliament In person 
Kate Johnston Upstart Online 
Warrick Kwon  - Online 
Rob Littlejohn Scotland's Futures Forum In person 
Tina Livingston Goodison Group in Scotland In person 
Ben Macpherson MSP In person 
Seona MacRuary Giglets Online 
Michael Marcas -  Online 
Greg McDowell West Calder High School  Online 
Joan Mackay Education Scotland In person 
Ellie Michael Queen Margaret University In person 
Jane Minelly Saltersgate School In person 
Andrew Peter University of Dundee Online 
Jen Ross University of Edinburgh In person 
Charlaine Simpson University of Aberdeen Online 
Rebecca Smith SQA Online 
Pat Strutton  Intergenerational National Network Online  
Graeme Wallace Education Scotland In person 
David Watt The Goodison Group in Scotland Online 

 
Please note that not all attendees stayed for all the session. 
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